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Exam structure

The exam is split into two parts, with maximum 20 points in each. In
order to get a passing grade (3) you will need to get at least 15 out of 20
points from part I.

In addition, 25-32 total points gives grade 4 and 33-40 total points gives
grade 5.

Part I

1 Describe the difference between lossy and lossless compression. In
what situations would we prefer one type of compression over the
other?

(3 p)

2 What is the purpose of the LBG algorithm? Also describe how it
works.

(2 p)

3 Describe in detail how modern hybrid coders and decoders for video
signals work. H.264 and HEVC are examples of such coders.

(4 p)

4 Two psychoacoustic phenomena are frequency masking and the
hearing threshold. Explain what these are and how they can be
utilized when coding audio signals.

(2 p)



5 Describe how the coding works in each of these still image coding
standards

a) GIF

(2 p)

b) PNG

(2 p)

c) JPEG

(2 p)

6 A memoryless source has the alphabet A = {a, b, c, d, e, f} with the
symbol probabilities

P (a) = 0.48, P (b) = 0.18, P (c) = 0.11

P (d) = 0.10, P (e) = 0.09, P (f) = 0.04

a) What is theoretically lowest rate (in bits/symbol) we can get if
we we want to code the output of the source without distortion?

(1 p)

b) Construct a Huffman code for the source and calculate the
average rate (in bits/symbol) of the code.

(2 p)



Part II

7 When coding speech signals, a relatively simple model of how hu-
man speech is generated is often used. Describe this model and
how it can be used in the coding and decoding process.

(3 p)

8 A source has the alphabet {p, r, s, t, u, v}. A long sequence of
symbols from the source is coded using LZW. The resulting index
sequence starts as

0, 4, 1, 6, 8, 7, 9, 12, 11, 14, 10, 16, 3, . . .

The starting dictionary is:

index sequence index sequence
0 p 3 t

1 r 4 u

2 s 5 v

Decode the given index sequence as far as possible. Also give the
resulting dictionary.

(3 p)

9 A random variable X with probability density function

fX(x) =























3

2
(1− x)2 ; 0 ≤ x ≤ 1

3

2
(1 + x)2 ; −1 ≤ x < 0

0 ; otherwise

is quantized to two levels.

Find the decision borders and reconstruction points such that the
resulting distortion is minimized.

Calculate the resulting distortion.

(4 p)



10 An image is modeled as a twodimensional gaussian process Zi,j

(i and j are image coordinates) with the following statistics

E{Zi,j} = 0

E{Zi,j · Zk,l} = 29 · 0.91|i−k|+0.5·|j−l|

Construct a predictive coder for the image that gives an average
rate of no more than 5 bits/pixel and a signal to noise ratio of at
least 40 dB.

(5 p)

11 In the HEVC video coding standard, the following approximation
of a discrete cosine transform is used

A =
1
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Assume we want to code a signal Xn using this transform. Xn

is modelled as a zero mean stationary Gaussian process with auto
correlation function

RXX(k) = E{XnXn+k} = 0.94|k|

We want to quantize the transform coefficients using Lloyd-Max
quantization so that the average rate is 1.75 bits/sample and the
distortion is minimized.

How should the bits be allocated and what is the resulting signal
to noise ratio (in dB)?

(NOTE: As can be seen, the transform is not fully normalized.
However, the lengths of the basis vectors are close enough to 1
that this can be ignored when allocating bits and calculating the
distortion.)

(5 p)


