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1 The optical layer typical-
ly uses a technology called
dense wavelength division
multiplexing (DWDM) to
carry 40–80 such wave-
lengths on a fiber pair.

INTRODUCTION

There continues to be ever increasing demand
for bandwidth, to the point where, just as 10
Gb/s technology has reached maturity, service
providers (SPs) are already installing higher bit
rates, including 40 Gb/s and now 100 Gb/s per
wavelength.1 The 50 GHz International
Telecommunication Union (ITU) wavelength
grid divides the relevant optical spectrum range
of 1530–1565 nm (the so-called C-band) into
fixed 50 GHz spectrum slots, but it is likely that
bit rates greater than 100 Gb/s will not fit into
this scheme. This article examines the case for
replacing this 10-year-old standard with a more
flexible grid paradigm to meet the needs of
future bandwidth demands.

Even if sufficiently broad spectrum is avail-
able, high-data-rate signals become increasingly
difficult to transmit over long distances at high
spectral efficiency (i.e., how much data rate can
be supported for a limited spectral bandwidth)
[1]; hence, it becomes beneficial for transceivers
to be able to maximize spectral efficiency by
adapting to the actual conditions of the network

and data rate for each given traffic demand. In
addition to the need to enhance the spectral effi-
ciency, an increasing influence from large con-
tent providers, newly constructed data centers,
and evolving peering relationships between pro-
viders are propelling the uncertainty and hetero-
geneity of the demands (the disparity between
small and large demands) across the network.

To properly address this challenge, one needs
flexible and adaptive networks equipped with
flexible transceivers and network elements that
can adapt to the actual traffic needs. Fortunate-
ly, the same technologies that are being consid-
ered for achieving very high bit rates at 100 Gb/s
and beyond can also provide this added flexibili-
ty. The combination of adaptive transceivers, a
flexible grid, and intelligent client nodes enables
a new “elastic” networking paradigm [2], allow-
ing SPs to address the increasing needs of the
network without frequently overhauling it.

100-Gb/s-based transmission systems have
been commercialized in the last two years. Since
they are compatible with the 50 GHz ITU grid
already deployed, the need for replacing the grid
did not arise. Both the telecom and datacom
industries are now considering a standard trans-
mission data rate beyond 100 Gb/s, and 400 Gb/s
is receiving a lot of attention. Unfortunately, the
spectral width occupied by 400 Gb/s at standard
modulation formats is too broad to fit in the 50
GHz ITU grid, and forcing it to fit by adopting a
higher spectral efficiency modulation format
would only allow short transmission distances.
Figure 1a shows an existing ITU grid (top) vs. a
flexible grid (bottom). The fixed grid does not
support bit rates of 400 Gb/s and 1 Tb/s at stan-
dard modulation formats, as they overlap with at
least one 50 GHz grid boundary.

Figure 1b shows different bit rate demands
interconnecting node A with B, C, and D. The
component that switches the channels arriving at
B toward C or D is called a reconfigurable opti-
cal add-drop multiplexer (ROADM). If this
device conformed to the ITU grid, it would not
be able to switch the broader spectrum channels;
as Fig. 1a shows, the optical spectrum coinciding
with an ITU grid boundary (marked in black)
will not be transmitted through the ROADM.
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Therefore, in order to build a flexible network, a
new kind of ROADM is required that allows
flexible spectrum to be switched from the input
to the output ports.

Figure 1 shows several features and will help
us define some important terms. This new
approach is called elastic optical networking
(EON).2 The term elastic refers to two key prop-
erties:
• The optical spectrum can be divided up

flexibly.
• The transceivers can generate elastic optical

paths (EOPs); that is, paths with variable
bit rates.

These new transceivers are called bandwidth
variable transceivers (BVTs). The main drivers
for developing the EON paradigm are now list-
ed.

Support for 400 Gb/s, 1 Tb/s, and other high
bit rate demands. These can be carried on a
fixed grid network by demultiplexing the demand
to smaller ones such as 100 or 200 Gb/s, which
can still fit in the fixed grid (this technique is
known as inverse multiplexing, and although it
will work, it will use up the spectrum more quick-
ly than if the demand is carried in one contigu-
ous EOP).

Disparate bandwidth needs. Since 100 Gb/s
and higher bit rates must be supported by the
same network, it makes sense to “properly size”
the spectrum for each demand based on its bit
rate and the transmission distance (instead of
forcing all demands to use more spectrum).

Tighter channel spacing. Coherent signal
detection, which is used in 100 Gb/s transmis-
sion and beyond [3], allows for closer spacing of
channels. This technique is called Nyquist
DWDM (or superchannels). Figure 1a shows
how an EON allows channels to be spaced clos-
er together, freeing up spectrum for other
demands.

Reach vs. spectral efficiency trade-off. If an
EOP is short in distance, the BVT can adjust to
a modulation format occupying less optical spec-
trum, and the connection will still perform error-
free due to the reduced impairments (e.g., added
noise from optical amplifiers) on shorter-dis-
tance paths.

Dynamic networking. The optical layer can
now respond directly to variable bandwidth
demands from the client layer. An example
would be IP over EON, in which the BVTs are
adjusting their bandwidth in line with the IP
layer demands.

Figure 1. a) Spectral widths of different bit rates relative to the ITU grid (for a given modulation format); 
b) three demands of bit rates 40 Gb/s, 1 Tb/s, and 400 Gb/s connect node A to B, C, and D, respectively.
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2 Note that this concept
has sometimes been called
flexgrid or flexible spec-
trum. Other terms used in
this context are pro-
grammable transceivers
and software defined
optics.
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The development of EON will require inno-
vations in both hardware and software. New
components will need to be developed, and they
are often more complex than their fixed grid
counterparts. Also challenging will be the con-
trol and management of the network, including
setting up EOPs. To make this development
worthwhile, it is important to quantify the bene-
fits.

Table 1 compares fixed grid and EON for a
300 km point-to-point link,3 and shows that the
advantages of an EON over a fixed grid can be
very significant, even up to 150 percent for 1
Tb/s. As transmission techniques improve, it is
possible that the channel bandwidths will drop
further, thus giving even larger benefits for
EONs.

EONs always deliver efficiency improve-
ments, but they are significantly different
depending on the exact traffic scenario. It should
be noted that 200 Gb/s dual polarization 16-
quadrature amplitude modulation (QAM) can fit
into the 50 GHz grid, and this makes it the most
efficient fixed grid alternative (assuming inverse
multiplexing). Similar modeling to Table 1 car-
ried out over a network, rather than a point-to-
point link, shows the effect of amplifying the
efficiency benefits of EON due to the increased
optical path blockage arising from multiple
inversed multiplexed channels. This has the
effect of increasing efficiency gains to well over
50 percent in many cases.

Thus, from a simple efficiency point of view,
there is a significant advantage in building
EONs, assuming there is sufficient traffic to
merit it. Adding this to the other main drivers
highlighted above provides sufficient benefits to
undertake serious research into EONs. That
research is currently in full flow and this article
will summarize its main aspects.

SOME NOVEL EON CONCEPTS
To gain a better understanding of EON and the
flexibilities it provides, let us review several con-
cepts that are not typically part of fixed DWDM
networks.

THERE’S MORE THAN ONE WAY TO
SKIN A DEMAND

In fixed DWDM networks, there is typically one
way to implement a given demand: the wave-
length bit rate is fixed, the optical reach is fixed,
and the spectrum is fixed. So the demand can
occupy less than a full wavelength (wasting
capacity, like demand C in Fig. 2c) or more than
one (requiring multiple wavelengths, as in Fig.
2a). An EON allows for multiple choices when
implementing a demand:

•A given demand can be assigned a modula-
tion format that gives sufficient performance to
reach the required distance, while minimizing
the spectral bandwidth occupied by the optical
path; see demands D and E in Fig. 2d.

•Today the ratio between the amount of for-
ward error correction (FEC) and payload is
fixed, but it could be made adaptive in EONs
to enable greater distances to be reached when
the required bandwidth is lower; see [4] for
details.

•Whenever a connection passes through an
ROADM, the ROADM acts as a filter that
reduces the optical bandwidth for the channel.
When this happens over and over, the resulting
bandwidth may be too narrow, affecting the
quality of the signal and limiting the reach. With
EONs, the spectrum allocated for longer EOPs
can be increased to account for such bandwidth
narrowing, increasing the number of ROADMs
the connection can go through.

If the demand is too large to be handled by
a single optical channel, “superchannels” can
be constructed; these contain multiple very
closely spaced channels, which traverse the net-
work as a single entity, but can be demulti-
plexed at the receiver. Fig. 2b illustrates this
(compared to the fixed network case shown in
Fig. 2a). This concept should not be confused
with “virtual concatenation,” which allows a
single demand to span several independent
channels, in which case guard bands will still be
needed. Thus, it  is possible that a single
demand will be virtually concatenated over
multiple superchannels.

Table 1. Efficiency improvement for flexible spectrum over a point-to-point link, assuming a 50 GHz grid
for fixed DWDM and 10 GHz channel guard band and superchannels for EONs.

Demand
bit rate
(Gb/s)

Modulation
format

Channel
bandwidth
(GHz)

Fixed grid solution Efficiency increase for
EON

40 DP-QPSK 25+10 1 50 GHz channel 35 GHz vs. 50 = 43%

100 DP-QPSK 37.5+10 1 50 GHz channel 47.5 GHz vs. 50 = 5%

100 DP-16QAM 25+10 1 50 GHz channel 35 GHz vs. 50 = 43%

400 DP-QPSK 75+10 4 100 Gb/s in 4 50 GHz channels 85 GHz vs. 200 = 135%

400 DP-16QAM 75+10 2 200Gb/s in 2 50 GHz channels 85 GHz vs. 100 = 17%

1000 DP-QPSK 190+10 10 100G in 10 50 GHz channels 200 GHz vs. 500 = 150%

1000 DP-16QAM 190+10 5 200Gb/s in 5 50 GHz channels 200 GHz vs. 250 = 25%

3 These results are reach
sensitive: higher order
modulation formats will
not be feasible when the
required reach is more
than a few hundred kilo-
meters.
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SLICEABLE TRANSCEIVER

This concept is about “slicing” a single BVT into
several “virtual transceivers” that serve separate
EOPs (in Fig. 3b, a sliceable 400 Gb/s transceiv-
er is sliced into three EOPs: 100 Gb/s, 100 Gb/s
and 200 Gb/s). This flexibility is key to the eco-
nomic justification of EONs since it is hard to
justify “wasting” a 400G BVT on, say, a 150
Gb/s EOP alone (as in Fig. 3a). One could use
instead a standard rigid 400 Gb/s transceiver and
electrical subwavelength grooming to fill up the
remaining 250 Gb/s, but this introduces another
layer and eliminates some of the cost gains of
EONs [5]. This flexibility seems feasible in next
generation BVT designs, as is the ability to use a
different modulation format for each virtual
transceiver. While such a feature may challenge
the transceiver design, the added cost seems fair-
ly modest.

FLEXIBLE CLIENT INTERCONNECT
Since different EOPs may carry different pay-
load bit rates, one key question is how to con-
nect the client (e.g., an IP router) to a BVT.
From a protocol perspective, extensions of the
optical transport network (OTN) and Ethernet
standards seem appropriate, similar to the con-
cept of ODUflex in OTNs. This client interface
is further challenged if the BVT is sliceable, and
the bandwidth for each virtual interface must
expand/contract over time. In this case, the
interface between the client and the BVT

becomes a flexible pool of channels that can be
grouped in different ways. This also affects the
client line card architecture. A simpler option is
to integrate the BVT into the client box, and
avoid the need for a client interface altogether.

HITLESS SPECTRUM REALLOCATION
Since the spectrum slice in EON varies, it will
create fragmentation in the spectrum over time,
much like a computer hard disk becomes frag-
mented. A related but different problem is the
need to grow superchannels over time, causing
them to use up free spectrum between them and
at some point limiting their ability to expand.
These two problems will require periodically
reallocating the spectrum in a dynamic fashion.
The required mechanism will remove stranded
fragments of spectrum between EOPs and redis-
tribute them to allow for further growth. In the
context of a superchannel comprising different
channels, this hitless spectrum shift can be done
by adding an adjacent channel to the EOP in the
desired direction of the shift and remapping the
data sent over the channel that will be released
to the new channel using either a transport
mechanism called the Link Capacity Adjustment
Scheme (LCAS) or an IP layer mechanism called
link bundling. Both mechanisms allow for such
changes to occur in a hitless manner. Note that
this mechanism requires coordinating the changes
in spectrum at the client device, the transmitter,
and the optical switching device, but this can be
done slowly and hence seems achievable.

Figure 2. a) Fixed grid maintains strict guard bands between optical paths that implement a 300 Gb/s
demand; b) the channels for the demand can be grouped tightly into a superchannel and transported as
one entity; c) five demands and their spectrum needs on a 100 GHz fixed grid, assuming quaternary phase
shift keying (QPSK) modulation; d) the same demands, with adaptive modulation optimized for the
required bit rate and reach; e) the same demands, with additional flexible spectrum.
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MANAGING A CONNECTION PER DEMAND
INSTEAD OF MANAGING WAVELENGTH

In fixed DWDM networks, each wavelength must
be managed individually: it is switched individual-
ly through ROADMs, consumes the same
amount of spectrum whether it is part of a larger
demand or not, and appears as a separate entity
to management systems. If multiple wavelengths
are used to realize a larger demand, their
bundling occurs at the client layer without really
affecting the network. This is not the case with
EONs, where most demands will be mapped 1:1
to a single EOP: if the demand is smaller than a
BVT, the BVT will be (ideally) sliced to carry it
independently, and if the demand is larger than a
BVT, multiple channels will be bundled into a
single superchannel that implements the demand.
Either way, the demand will be switched as one
entity in ROADMs and managed as a single enti-
ty in management systems. A side effect of this is
that the number of managed entities is dramati-
cally reduced, at least for large IP networks, in
which a large number of channels are routinely
bundled. This has a positive impact on the scale
of ROADMs: no longer does an ROADM have
to add and drop many dozens of separate con-
nections; instead, it will only need to add/drop a
handful of EOPs (typically the nodal degree of a
large IP core router is just 2–5, which means that
the number of EOPs for a dual core router site
will be typically less than 10).

FROM BUILDING BLOCKS TO
ARCHITECTURE

The EON allows for very close mapping between
the client and transport layers. This is especially
true for a client layer that consumes significant
bandwidth like an IP core network. The follow-

ing description provides a vision for a fully auto-
mated EON, based on an intelligent impair-
ment-aware control plane and clients that have
the intelligence to exploit a configurable optical
network.

•Every client link is mapped to a single EOP,
without an extra layer of multiplexing. This map-
ping is resource-conserving, assuming sliceable
BVTs that can serve multiple client demands.

•When a new link is needed, an EON consid-
ers the best implementation of the request, in
terms of modulation format, FEC, and spectrum,
yielding the lowest-cost solution. This decision is
based on adaptive behavior that adjusts itself
based on actual link conditions and control
plane knowledge of impairments in the net-
work,4 while still taking into account margins for
network aging.

•When the link requires more (or less) band-
width, the EOP is extended (or contracted) hit-
lessly in the most efficient way to accommodate
the demand.

•The operator need not have good visibility
of the traffic forecast and the link conditions,
but just needs to provide sufficient BVTs per
site and connect them in a flexible manner to
the clients (if they are not already integrated
into the clients). Since these transceivers are
sliceable, they can be used effectively even for
client links that do not require significant
amount of bandwidth.

•When a failure occurs, some client links will
carry the load from the failed links. Their band-
width should be extended automatically. Some
of the failed links may be rerouted automatically
in the EON, by exploiting possibly different
modulation, FEC and spectrum to overcome the
longer reach of a protection path. This may
imply less available bandwidth at the client layer,
but if it is intelligent enough, it could choose to
drop low-priority traffic or reroute some of the

Figure 3. Support for three-subwavelength demand using fixed or sliceable transceivers (the ROADMs are
assumed to support EON): a) fixed transceivers; b) sliceable transceivers.

BVT

(a)

(b)

Under-utilized 400G

i/f 1 200G

BVT i/f 2 100G

BVT

BVT

BVT

BVT

Sliceable
BVT

i/f 3

i/f 1

i/f 2

i/f 3 100G

BVT i/f 1 200G

BVT i/f 2 100G

BVT i/f 3 100G

200G

100G

100G

Virtual i/f 1200G

200G

Virtual i/f 2100G

Virtual i/f 3100G

RO
A

D
M

RO
A

D
M

100G100G

4 By contrast, today’s
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time and must assume
inaccurate data. It there-
fore requires significant
margins in assessing link
quality, resulting in more
expensive networks.
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traffic over other paths (via traffic engineering).
•A similar behavior occurs when transmission

conditions change due to fiber plant aging. Each
EOP will extend itself to accommodate the new
conditions. Again, such behavior will benefit
greatly from an intelligent client that is able to
move traffic over less busy routes.

•Periodically, there may be a need for the
above described hitless spectrum reallocation
process.

In such a network, the planning process is
significantly reduced: no longer do you need to
measure the fiber plant, enter the results into
the planning tool, provide an accurate forecast
on traffic growth, select different transponders
to satisfy different connection reaches, and
repeat the process when conditions change.
Instead, the network will adjust itself to optimal-
ly meet the demands with the given transmission
conditions, and readjust as needed if demands or
conditions change.

SPECTRUM ALLOCATION IN A
STATIC AND DYNAMIC NETWORK

One of the main challenges in an EON is how to
determine the minimum necessary spectral
resources and adaptively allocate them to an opti-
cal channel with minimum guard band assigned
between channels. The minimum necessary spec-
trum is determined by the conditions along the
optical path that result in the delivered signal-to-
noise ratio (SNR), and linear and nonlinear dis-
tortions, while guaranteeing the required data
rate and optical reach. This problem is exacerbat-
ed in a dynamic environment, where connection
must expand/contract without affecting traffic.

The problem of calculating a route and wave-
length for an optical channel in conventional
transparent wavelength-routed optical networks
is called the routing and wavelength assignment
(RWA) problem maintaining the same wave-
length along the path. Adaptive spectral alloca-
tion in EONs introduces another constraint to
wavelength-continuity in terms of the available
spectrum on each fiber link along the route. This
is a more general routing and spectrum assign-
ment (RSA) problem.

In order to explain how to determine the
route, spectrum range, and modulation format
for an optical channel, it is useful to define some
terminology. The frequency range an optical
channel is allowed to occupy is defined as a fre-
quency slot (FS). The full width of the FS can be
flexibly adjusted. From a practical viewpoint to
simplify the network design, it is useful to quan-
tize the usable fiber spectrum resources into
contiguous frequency units with an appropriate
width of, for example, 12.5 GHz. This is a build-
ing block for the FS, which is called a frequency
slot unit (FSU) in this article. The RSA problem
can be divided into two stages. The first stage is
to create a route list with a sufficient number of
free contiguous FSUs from source to destination
(corridor width), and determine the modulation
format for each source-destination pair at a
given bit rate; see Fig. 4a for more details. The
second stage allocates contiguous FSUs to the
route as shown in Fig. 4b.

There are several proposed algorithms to
select contiguous FSUs from an unused spectral
resource pool to minimize spectrum fragmenta-
tion and to retain as much as possible contigu-
ous spectrum for future utilization. The simplest
one is the “First Fit” algorithm, which searches
the available contiguous FSUs are from lower to
higher-numbered FSU, thus favoring the lowest
available contiguous FSUs.

When considering a dynamic network, it is
important to leave sufficient available spectrum
around a demand, to allow it to grow either up
or down in spectrum. However, leaving such
room for growth impacts the promised savings of
the superchannel concept. While some solutions
have been suggested, they only serve to delay the
need to reallocate the spectrum at a future point
in time.

ENABLING TECHNOLOGIES
Key enabling technologies for the EON are flexi-
ble bandwidth transmitters and receivers (BTVs)
that can scale up to terahertz bandwidth and
beyond, and flexible spectrum selective switches
(flex WSSs) that can multiplex and switch vari-
able spectral bands. 

FLEXIBLE SPECTRUM SELECTIVE SWITCHES
An ROADM is typically constructed out of sev-
eral interconnected WSS devices and amplifiers
(Fig. 1b). While mature WSS technologies were
specific to the ITU grid, newer WSS technolo-
gies have been productized recently and allow
switching almost arbitrary spectrum slices(in
3.125~6.250 GHz steps), enabling elastic
ROADMs. These devices are based on one of
several technologies: optical micro electro-
mechanical systems (MEMS), liquid crystals on
silicon (LICOS), or silica planar lightwave cir-
cuits (PLCs) [6]. Due to the low-cost overhead
for these devices, we expect them to become
common in next-generation ROADMs, and to
be deployed irrespective of whether the larger
EON vision will materialize, simply because they
provide assurance that the network will be robust
against future uncertainty without paying a sig-
nificant premium.

TRANSPONDER (BVT)
Multicarrier solutions such as coherent wave-
length-division multiplexing (CoWDM) [7],
coherent optical orthogonal frequency-division
multiplexing (CO-OFDM) [8], Nyquist-WDM, as
well as dynamic optical arbitrary waveform gen-
eration (OAWG) [9] have been proposed as pos-
sible transponder implementations for EONs.
These solutions rely on the generation of many
low-speed subcarriers to form broadband data
waveforms using lower-speed modulators so that
terabit-per-second data can be generated using
lower speed electronics at < 40 Gbaud.

Despite the similarity of multicarrier signal
generation between CO-OFDM, CoWDM,
Nyquist-WDM, and OFDM transmitters, there
are fundamental differences with respect to their
operation principles and capabilities. Figure 5a
shows the spectrum of multibanded CO-OFDM
[8]. Here, each modulator generates many low-
bandwidth (Δf) subcarriers to form each band.
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Orthogonality is maintained between bands by
ensuring a spacing of ΔfG = m × Δf between the
outside subcarriers of adjacent bands for integer
values of m. Figure 5b shows a CoWDM spec-
trum that consists of several subcarriers. To
maintain orthogonality between subcarriers, the
CoWDM subcarrier symbol rate is set equal to
the subcarrier frequency spacing. This restricts
each modulator to generating only an integer
number of subcarriers. Additionally, for both
OFDM and CoWDM, the chromatic dispersion
tolerance scales with the subcarrier data rate
instead of the total bit rate [8]. However, the use
of lower-bandwidth subcarriers (~100 MHz) in
OFDM causes high peak-to-average power
ratios, which increases susceptibility to nonlinear
impairments. The larger subcarrier bandwidths
(~10–40 GHz) typically used in CoWDM have a
lower peak-to-average-power ratio with compa-
rable performance to isolated single-carrier sys-
tems [7].

Nyquist-WDM attempts to minimize the spec-
tral utilization of each channel and reduce the
spectral guard bands required between WDM
channels generated from independent lasers.
Using aggressive optical prefiltering with spectral
shape approaching that of a Nyquist filter with a
square spectrum minimizes the channel band-
width to a value equal to the channel baud rate.

The channels are then packed closely together
such that the subcarrier spacing is equal to or
slightly larger than the baud rate. However, signif-
icant power penalties arise from setting the chan-
nel frequency spacing equal to the baud rate,
which requires FEC to achieve error-free perfor-
mance. Hence, a trade-off exists between spectral
efficiency and intercarrier interference [10].

In OAWG, the coherent combination of
many spectral slices generated in parallel enables
the creation of a continuous output spectrum
[9]. In this case, arbitrary-bandwidth single- and
multicarrier channels can be generated, in which
each channel can be in a different modulation
format (Fig. 5c). The versatility of this signal
generation technique enables customization of
generated waveforms over the total operational
bandwidth of the transmitter. This enables avoid-
ing large peak-to-average-power ratios and
incorporating precompensation for impairments
such as chromatic dispersion. OAWG also
removes the restriction that the modulator band-
width must be a multiple or sub-multiple of any
generated channel or subcarrier bandwidth [9].

CO-OFDM, CoWDM, Nyquist-WDM, and
OAWG are all capable of adopting various mod-
ulation formats with elastic spectrum assignments
as well as generation of Tb/s superchannels. The
transmitters for the three technologies utilize a

Figure 4. The spectrum assignment process: a) creating a route list with necessary corridor width and modu-
lation format; b) allocating contiguous FSUs on the route.
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similar structure based on many modulators in
parallel at low speeds (< 40 Gbaud) modulating
as many optical subcarriers. In case of CO-
OFDM, it also utilizes electronic subcarriers. The
receivers for CO-OFDM, CoWDM, Nyquist-
WDM, and OAWG also require many coherent
receivers in parallel at low speeds (< 40 Gbaud)
and as many optical subcarriers. While CO-
OFDM, CoWDM, and Nyquist-WDM require
standard optical subcarrier frequency spacing and
fixed symbol rates, OAWG can mix and match
variety of optical subcarrier frequency spacings,
and the OAWG waveforms can include data
waveforms in both single carrier modulation for-
mats and multicarrier modulation formats such
as CoWDM, CO-OFDM, and Nyquist-WDM.
Hence OAWG can interoperate with legacy
DWDM as well as CoWDM, CO-OFDM,
Nyquist-WDM systems. Such interoperability can
help seamless network upgrades from today’s
networks to future EON. On the other hand,
Nyquist-WDM may be the first technology to be
deployed for superchannel applications due to its
closest resemblance to WDM.

FROM RESEARCH TO
COMMERCIALIZATION

In the past two years, EON research has transi-
tioned from theory to experimentation. For exam-
ple, a recent field trial of EON based OFDM
transmission has demonstrated over 620 km dis-
tance with 10G/40G/100G/555G with defragmen-
tation [11], and an EON network testbed with
real-time automated adaptive control plane has
also been demonstrated [12]. We expect more
substantial testbeds to be built in the near term.

Early standardization initiatives have also start-
ed, such as revisiting the notation of frequency
resources assigned to an optical channel. The con-
ventional ITU grid, which is a reference set of fre-
quencies used to denote the allowed nominal
central frequencies of optical channels, is anchored
to 193.1 THz, and supports various channel spac-

ings of 12.5 GHz, 25 GHz, 50 GHz, and 100 GHz.
In conventional optical networks, when a nominal
central frequency is assigned to an optical channel,
a fixed frequency range between plus and minus
half the channel spacing from the central frequency
is implicitly assigned to the channel. Now, ITU
Study Group 15 is introducing a flexible DWDM
grid into its Recommendation G.694.1, where the
allowed frequency slots have a nominal central fre-
quency (THz) defined by 193.1 + n × 0.00625 (n is
a positive or negative integer including 0), and a
slot width defined by 12.5 GHz × m (m is a positive
integer). Depending on the application, a subset of
the possible slot widths and central frequency
defined in the flexible DWDM grid can be selected.

This is obviously just a starting point: stan-
dards are needed to define a flexible client inter-
face into a BVT, control plane standards are
needed to signal the setup of an EOP as well as
its modification over time due to increased/
decreased demands and changing transmission
conditions. Network management interfaces
should also be standardized. Further research is
still needed on more flexible modulation formats
and FEC as well as the dynamic behavior of the
network, such as allocation of spectrum under
changing transmission conditions. EON will also
greatly benefit from research and development
on BVT [10] and WSS [5] component technolo-
gies, particularly from photonic integration of
those technologies leading to advanced WSS
such as high-port-count flex WSS and > 1 Tb/s
BVT integrated circuits.

SUMMARY
In this article we describe one of the most excit-
ing future directions of optical networks. We
start by motivating the transition from fixed grid
networks to elastic optical networks. Once the
fixed spectrum grid is broken down, many new
technologies that are just now crossing the
boundary between research and product devel-
opment will enable a much more flexible net-
work. This process has already started with

Figure 5. Comparison between CO-OFDM, CoWDM, Nyquist-WDM, and OAWG waveform generation:
a) CO-OFDM generates many low-speed subcarriers using an inverse fast Fourier transform (IFFT) to
ensure orthogonality; b) CoWDM operates by combining many orthogonal subcarriers together to form a
seemingly random waveform; c) Nyquist-WDM combines many independently generated channels together
with a minimum guard band; d) OAWG operates over a continuous gapless spectrum, enabling the gener-
ation of any combination of single-carrier or multicarrier waveforms. The tick marks indicate locations of
modulated comb lines. Df: subcarrier frequency spacing; DfG: frequency spacing between CO-OFDM
bands; MBW: modulator bandwidth.
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elastic ROADMs, which will not carry significant
extra cost and will enable the EON. Then
transceivers will become more flexible, fueled by
the need to support both high and low demands
depending on the required reach. These
transceivers may eventually allow for adaptive
use of resources, flexible use of spectrum, and a
flexible relationship between client technologies
such as IP and the optical layer. Impairment-
aware control planes will be essential for orches-
trating the adaptation of the network. It is too
early to tell whether many optical networks will
become fully elastic, but we certainly seem to be
at an interesting juncture in which very signifi-
cant elasticity seems quite feasible.
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